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tional social science sits at the inter-
section of computer science, statistics, 
and social science. 

For me, shifting away from tradi-
tional machine learning and into this 
interdisciplinary space has meant that 
I have needed to think outside the algo-
rithmic black boxes often associated 
with machine learning, focusing in-
stead on the opportunities and chal-
lenges involved in developing and us-
ing machine learning methods to 
analyze real-world data about society.

This Viewpoint constitutes a reflec-
tion on these opportunities and chal-
lenges. I structure my discussion here 

T
HIS VIEWPOINT IS  about differ-
ences between computer sci-
ence and social science, and 
their implications for compu-
tational social science. Spoiler 

alert: The punchline is simple. Despite 
all the hype, machine learning is not a be-
all and end-all solution. We still need so-
cial scientists if we are going to use ma-
chine learning to study social phenomena 
in a responsible and ethical manner.

I am a machine learning researcher 
by training. That said, my recent work 
has been pretty far from traditional 
machine learning. Instead, my focus 
has been on computational social sci-
ence—the study of social phenomena 
using digitized information and com-
putational and statistical methods.

For example, imagine you want to 
know how much activity on websites 
such as Amazon or Netflix is caused by 
recommendations versus other fac-
tors. To answer this question, you 
might develop a statistical model for 
estimating causal effects from observa-
tional data such as the numbers of rec-
ommendation-based visits and num-
bers of total visits to individual product 
or movie pages over time.9

Alternatively, imagine you are inter-
ested in explaining when and why sen-
ators’ voting patterns on particular is-
sues deviate from what would be 
expected from their party affiliations 
and ideologies. To answer this ques-
tion, you might model a set of issue-

based adjustments to each senator’s 
ideological position using their con-
gressional voting history and the corre-
sponding bill text.4,8

Finally, imagine you want to study 
the faculty hiring system in the U.S. to 
determine whether there is evidence of 
a hierarchy reflective of systematic so-
cial inequality. Here, you might model 
the dynamics of hiring relationships 
between universities over time using 
the placements of thousands of tenure-
track faculty.3

Unsurprisingly, tackling these kinds 
of questions requires an interdisciplin-
ary approach—and, indeed, computa-
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around three points—goals, models, 
and data—before explaining how ma-
chine learning for social science there-
fore differs from machine learning for 
other applications.

Goals
When I first started working in compu-
tational social science, I kept overhear-
ing conversations between computer 
scientists and social scientists that in-
volved sentences like, “I don’t get it—
how is that even research?” And I could 
not understand why. But then I found 
this quote by Gary King and Dan Hop-
kins—two political scientists—that, I 
think, really captures the heart of this 
disconnect: “[C]omputer scientists may 
be interested in finding the needle in 
the haystack—such as [...] the right Web 
page to display from a search—but so-
cial scientists are more commonly inter-
ested in characterizing the haystack.”6

In other words, the conversations I 
kept overhearing were occurring be-
cause the goals typically pursued by 
computer scientists and social scientists 
fall into two very different categories.

The first category is prediction. Predic-
tion is all about using observed data to 
reason about missing information or fu-
ture, yet-to-be-observed data. To use King 
and Hopkins’ terminology, these are 
“finding the needle” tasks. In general, it 
is computer scientists and decision mak-
ers who are most interested in them. Sure 
enough, machine learning has traditional-
ly focused on prediction tasks—such as 
classifying images, recognizing handwrit-
ing, and playing games like chess and Go.

The second category is explanation. 
Here the focus is on “why” or “how” ques-
tions—in other words, finding plausible 
explanations for observed data. These ex-
planations can then be compared with 
established theories or previous findings, 
or used to generate new theories. Expla-
nation tasks are therefore “characteriz-
ing the haystack” tasks and, in general, it 
is social scientists who are most inter-
ested in them. As a result, social scien-
tists are trained to construct careful re-
search questions with clear, testable 
hypotheses. For example, are women 
consistently excluded from long-term 
strategic planning in the workplace? 
Are government organizations more 
likely to comply with a public records 
request if they know that their peer or-
ganizations have already complied?

Models
These different goals—prediction and 
explanation—lead to very different 
modeling approaches. In many predic-
tion tasks, causality plays no role. The 
emphasis is firmly on predictive ac-
curacy. In other words, we do not care 
why a model makes good predictions; 
we just care that it does. As a result, 
models for prediction seldom need to 
be interpretable. This means that there 
are few constraints on their structure. 
They can be arbitrarily complex black 
boxes that require large amounts of 
data to train. For example, GoogLeNet, 
a “deep” neural network, uses 22 layers 
with millions of parameters to classify 
images into 1,000 distinct categories.10

In contrast, explanation tasks are 
fundamentally concerned with causal-
ity. Here, the goal is to use observed 
data to provide evidence in support or 
opposition of causal explanations. As a 
result, models for explanation must be 
interpretable. Their structure must be 
easily linked back to the explanation 
of interest and grounded in existing 
theoretical knowledge about the 
world. Many social scientists therefore 
use models that draw on ideas from 
Bayesian statistics—a natural way to 
express prior beliefs, represent uncer-
tainty, and make modeling assump-
tions explicit.7

To put it differently, models for pre-
diction are often intended to replace hu-
man interpretation or reasoning, where-
as models for explanation are intended 
to inform or guide human reasoning.

Data
As well as pursuing different goals, 
computer scientists and social scien-
tists typically work with different types 
of data. Computer scientists usually 
work with large-scale, digitized data-
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new to most computer scientists, but 
they are not new to social scientists.

Conclusion
To me, then, this highlights an impor-
tant path forward. Clearly, machine 
learning is incredibly useful—and, in 
particular, machine learning is useful 
for social science. But we must treat 
machine learning for social science 
very differently from the way we treat 
machine learning for, say, handwriting 
recognition or playing chess. We can-
not just apply machine learning meth-
ods in a black-box fashion, as if com-
putational social science were simply 
computer science plus social data. We 
need transparency. We need to priori-
tize interpretability—even in predictive 
contexts. We need to conduct rigorous, 
detailed error analyses. We need to 
represent uncertainty. But, most im-
portantly, we need to work with social 
scientists in order to understand the 
ethical implications and consequences 
of our modeling decisions.	
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sets, often collected and made avail-
able for no particular purpose other 
than “machine learning research.” In 
contrast, social scientists often use 
data collected or curated in order to 
answer specific questions. Because 
this process is extremely labor inten-
sive, these datasets have traditionally 
been small scale.

But—and this is one of the driving 
forces behind computational social sci-
ence—thanks to the Internet, we now 
have all kinds of opportunities to ob-
tain large-scale, digitized datasets that 
document a variety of social phenome-
na, many of which we had no way of 
studying previously. For example, my 
collaborator Bruce Desmarais and I 
wanted to conduct a data-driven study 
of local government communication 
networks, focusing on how political ac-
tors at the local level communicate with 
one another and with the general pub-
lic. It turns out that most U.S. states 
have sunshine laws that mimic the fed-
eral Freedom of Information Act. These 
laws require local governments to ar-
chive textual records—including, in 
many states, email—and disclose them 
to the public upon request.

Desmarais and I therefore issued 
public records requests to the 100 
county governments in North Carolina, 
requesting all non-private email mes-
sages sent and received by each coun-
ty’s department managers during a ran-
domly selected three-month time 
frame. Out of curiosity, we also decided 
to use the process of requesting these 
email messages as an opportunity to 
conduct a randomized field experiment 
to test whether county governments are 
more likely to fulfill a public records re-
quest when they are aware that their 
peer governments have already fulfilled 
the same request.

On average, we found that counties 
who were informed that their peers 
had already complied took fewer days 
to acknowledge our request and were 
more likely to actually fulfill it. And we 
ended up with over half a million 
email messages from 25 different 
county governments.2

Challenges
Clearly, new opportunities like this 
are great. But these kinds of opportu-
nities also raise new challenges. Most 
conspicuously, it is very tempting to 

say, “Why not use these large-scale, 
social datasets in combination with 
the powerful predictive models devel-
oped by computer scientists?” How-
ever, unlike the datasets tradition-
ally used by computer scientists, these 
new datasets are often about people 
going about their everyday lives—their 
attributes, their actions, and their in-
teractions. Not only do these datasets 
document social phenomena on a 
massive scale, they often do so at the 
granularity of individual people and 
their second-to-second behavior. As 
a result, they raise some complicated 
ethical questions regarding privacy, 
fairness, and accountability.

It is clear from the media that one of 
the things that terrifies people the most 
about machine learning is the use of 
black-box predictive models in social 
contexts, where it is possible to do more 
harm than good. There is a great deal of 
concern—and rightly so—that these 
models will reinforce existing structur-
al biases and marginalize historically 
disadvantaged populations. 

In addition, when datapoints are 
humans, error analysis takes on a 
whole new level of importance because 
errors have real-world consequences 
that involve people’s lives. It is not 
enough for a model to be 95% accu-
rate—we need to know who is affected 
when there is a mistake, and in what 
way. For example, there is a substantial 
difference between a model that is 95% 
accurate because of noise and one that 
is 95% accurate because it performs 
perfectly for white men, but achieves 
only 50% accuracy when making pre-
dictions about women and minorities. 
Even with large datasets, there is al-
ways proportionally less data available 
about minorities, and statistical pat-
terns that hold for the majority may be 
invalid for a given minority group. As a 
result, the usual machine learning ob-
jective of “good performance on aver-
age,” may be detrimental to those in a 
minority group.1,5

Thus, when we use machine learn-
ing to reason about social phenome-
na—and especially when we do so to 
draw actionable conclusions—we 
have to be exceptionally careful. 
More so than when we use machine 
learning in other contexts. But here is 
the thing: these ethical challenges are 
not entirely new. Sure, they may be 


